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Machine teaching (MT) considers the problem of how to design the most Vector-valued Functional Optimization: We define multi-learner noparametric teaching as a vector- Proposition 5 If the proximity between f* and f* is sufficiently close, mean-
effective teaching set, typically with the smallest amount of (teaching) valued functional minimization over the collection of potential teaching sequences D in the vector- ing that || f* — f*||.,.« < e where ¢ is a tiny positive constant, then A’ equals
examples possible, to facilitate rapid learning of the target models by valued reproducing kernel Hilbert space: the identity matrix 1.

learners based on these examples. D* = argmin  M(f*, £*) + \ - len(D) st. f*=AD) (1) Lemma 6 Under Lipschitz smooth assumption, the communication across
It can be thought of as an inverse of machine learning, in the sense that where M denotes a discre Deb! L . . Iearheis wglltretsult n 4 retd_uctl*on of the multi-learner convexloss £ by 0 <
the learner is to learn models on a given dataset, while the teacher is to pancy measure, len(D), which is regularized by a constant , is the length L(fY) = LIAF) <2Lc|| f [ o |
seek a (minimal) dataset from a target model. of the teaching sequence D, and A represents the learning algorithm of learners. Specmcally, Als Theorem 7 Suppose the communication in the t-th iteration of multiple

| | | taken as f* = arg min L) [L(f(x),y)], where (z,y) € X' x Y?and (x,y) ~ [Q;(z;,y;)]". Evaluated at learners is denoted by the matrix A" and returns fI' € H, for both RFT

Depending on how teachers and learners interact with each other, MT feHd and GET we have:

can be carried out in either an example vector (x,y) = [(x;, v:;)]* with the example index j; € Ny, the multi-learner convex loss . e (£ — £(FY] < B WL (FEY = L(AYFY] <0
» batch fashion which focuses on single-round interaction, that is, the most L thereinis L(f(x),y) = S0, Li(fizi;),vij) = B [[Li(fi,v:5)]%], where L, is the convex loss for i-th e - ~

representative and effective teaching dataset are designed to be fed to learner.

the learner in one shot. or

. . . L . Experiments and Results
» iterative fashion where an iterative teacher would feed examples based Vanilla Multi-learner Teaching

on learners’ status (current learnt models) round by round, such that the

» MINT in gray scale.

learner can converge to a target model within fewer rounds. Lemma 1 (Sufficient Descent for multi-learner RFT). Suppose there are d learners, and the example . .
. ) . | ; . S multaneous teach g of a t|ger and a cheetah
mean for each learner is y; = E, . p,.,)(7;) < oo, and the variance 0 — txin.(%)(in — pi)” < 00,1 € Ny. o o e e
r Under the Lipschitz smooth and bounded kernel assumptions, if L_for all i € N,, then RFT f'*“% fﬁ?ﬁ? NS fﬁﬁ} 0 A f'*“‘% rfi'f**fiﬂr ﬂ*
teachers can, on average, reduce the multi-learner loss L( f) by: Y Y v v Y Y v Ny
Previous nonparametric teaching algo- st d m”(11;) i R Ratin | h
. . - ‘ ; 41 77 Z,t /’LZ 9 ] ; IR 4 ; .II O
rithms merely focus on the single-learner i R i) L) — | < —52 Mg (i) 5 03 ), (2) ‘v | () |2 ij
selting (I.e., teaching a scalar-valued tar- T y | t | i=1 (a) Single-learner teaching
get model or function to a single learner). > T where 7' = minen, 1f and m (i) = Ei[(VLi(f)];_p)7). Teaching of a lion by partition.
To empower them to tulill the practi- —emm Theorem 2 (Convergence for multi-learner RFT). Suppose the vector-valued model for multiple learn- |
cal needs of complex tasks, we intro- B ers is initialized with f° ¢ H? and returns f' ¢ H after ¢t iterations, we have the upper bound of | e e
dUCG. d more Comprehenswe task Cal_led M - B . MIN;eN, (mi,t(/ﬁz‘) + mg/t(,ui)a&-z / 2) w.r.i. ¢: (¢) Single-learner teaching (d) Vanilla MINT -
Multi-learner Nonparametric Teaching T e R - ) 2 19) < o LOENT /(i 3
(MINT). In MINT, the teacher aims to ity (g1 (i) + iy (13)07 /2) < 2Bpp e [£0F7)] /(diD), (3) > MINT in three (RGB) channels.
nstruct multiple learners, with each Figure: Comparison between the where0) <= min 7 <1/(2L;-M), and given a small constant e > 0 it would take approximately : S — oo
learner focusing on learning a scalar- single-learner teaching and MINT. le{0} UN;—
valued target model. O2E,ip .y £ ()] /(dne)) iterations to reach a stationary point.
Main Contribution: Lemma 3 (Sufficient Descent for multi-learner GFT). Under the same assumption, if 7 < 5 for
» By analyzing general vector-valued HRKHS, we study the multi-learner all © € Ny, the GFT teachers can achieve a greater reduction in the multi-learner loss L: ST e R -
nonparametric teaching (MINT), where the teacher selects examples i d (a) Slngle learner teachmg
based on a vector-valued target function (each component of it is a et L) — L(F)] < : Zmi,t($§ ), (4) SPEEETERTA RIS BT B TR B T |
scalar-valued one for a single learner) such that muliiple learners can i=1 e e e ol dl ol e U e B "
learn its components simultaneously in a fast speed. where 7' and m; ,(-) retain their previous meaning.
> By enabling the communication among multiple learners, learners can Theorem 4 (Convergence for multi-learner GFT). Suppose the vector-valued model for multiple learn- st sl T e
update themselves with a linear combination of current learnt functions ers is initialized with f € H? and returns f! € H? after ¢ iterations, we have the upper bound of ) Vanilla MINT.
of all learners. We study a communicated MINT where the teacher not minen, my o (2) WL, ¢ (b) Vanilla
. . . . d =50000 £=100000
only selects examples but also injects the guidance of communication. "1 g ™ Y R
- - - = . 2 o) | e~ [
> Under mild assumptions, we characterize the efficiency of our mult minm; (a1 < B o) L(F")] += (H% —MiH2), (5)
learner generalization of nonparametric teaching. More importantly, we 1€Nq it PR
also empirically demonstrate its efficiency. where 1 has the same definition as before.

- c) omicaed MINT.

Hilin University, “Max Planck Institute for Intelligent Systems, *University of Cambridge, *Agency for Science, Technology and Research, "Hong Kong University of Science and Technology



